面向类不平衡数据集的软件缺陷预测模型
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摘 要：软件缺陷数据的类不平衡问题会严重影响缺陷预测分类的准确性，为解决类不平衡数据对预测分类的影响，针对如何优化数据预处理的算法执行顺序进行了研究，提出了有效提升分类效果的软件缺陷预测模型（ASRAAdaBoost）。该算法在数据预处理阶段采用特征选择与组合采样技术，再执行SMOTE过采样与简单采样方法，解决数据类不平衡和属性冗余同时存在的问题，最后结合AdaBoost集成算法，构建出软件缺陷预测模型ASRAAdaBoost。实验均采用J48决策树作为基分类器，实验结果表明ASRAAdaBoost算法模型在提升软件缺陷预测的准确性，得到了更好的分类效果。
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Abstract: The problem of class imbalanced data of software defect will affect the accuracy of defect predictive classification. In order to solve the problem of classification, this paper discussed the order of algorithm execution of optimized data preprocessing and developed a software defect prediction model (ASRAAdaBoost) to effectively improve the classification. The algorithm was based on the experiment to determine the optimal sequence of data preprocessing, using the chi-square test of attribute selection, and then performed SMOTE oversampling and resample method to solve the imbalanced data and attribute redundancy problems, using the AdaBoostensemble algorithm to build a software defect prediction model ASRAAdaBoost eventually. The experimental results show that the ASRAAdaBoost model can effectively improve the accuracy of software defect prediction and get a better classification effect.
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软件的可靠性是软件工程领域中最重要的性能指标。为了最大程度地提升软件质量，应对软件缺陷进行预测。软件缺陷预测的关键在于如何对软件模块进行缺陷预测分类，若将软件缺陷所在模块划分为高风险模块，则高风险模块占少数，而且在高风险模块中具体类的错误率远高于低风险模块，由于真实世界中大多数软件系统中低风险模块占绝大多数，所以对高风险模块的预测准确性会无实际意义。本文将针对如何提升类不平衡数据集的软件缺陷预测分类准确性进行探讨研究与实验分析。

1 研究背景
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其预处理方法的最佳采用顺序，再融合集成算法 AdaBoost 的 J48 分类器，对符合类不平衡条件的多个 UC-I 数据集进行实验验证。本文的实验结果表明：所提出的方法 ASRAdaBoost 算法模型的分类准确性有明显提升。

2 相关理论与技术

2.1 特征选择

特征选择 (attributeSelection) 是在数据集中根据某种评价标准选择出最优属性的特征集[1]，因此去除数据集中不相关以及冗余属性，能够使得模型算法具有最好性能。至今为止，国内外不少学者均对特征选择步骤进行了定义，本文整理出特征选择算法的步骤如下：

a) 生成候选特征子集。首先根据不同起点和方向开始搜索，如向前搜索、后向搜索、双向搜索、随机搜索，然后依据特定的搜索策略生成子集，如穷举式搜索、序列搜索、随机搜索。

b) 生成选子集的特征评估。当候选特征子集生成后，需要评估标准对其评估，评估方法大致分为 wrapper, embedding, filter 三类。Wrapper 称为包装器模型，通过基于子集的算法而得出的分类结果作为特征评价依据；embedding 称为嵌入式模型，即特征选择的过程与分类器训练过程在同一优化阶段完成，将两者的执行过程较好地融合在一起；filter 称为过滤器模型，与具体的分类算法无关，是通过子集本身的数据内在特点进行特征评估。因此，为避免后续实验选用的分类器对预测分类结果的影响，本文实验中的特征选择阶段将采用 filter 过滤器模型特征选择方法，该模型框架如图 1 所示。

c) 停止标准。以上步骤经过多次迭代过程，直到该步骤停止标准的满足，停止标准的设计与评估准则以及软件的具体应用需求有较大关联，作为常见的停止标准有特征子集的大小、错误阈值以及算法的运算次数。

2.2 采样技术

2.2.1 过采样 (over-sampling)

通过增加少数类样本的数量以达到数据集中类的比例平衡。其中，SMOTE 算法是较为经典的一种过采样算法，通过在相近的少数类样本间进行线性插值以生成新数据实例。对于类不平衡数据集中的每一个少数类样本，从其最近邻的欧氏距离中选择 k 个少数类样本 (k 一般取值为 5)，在 x 与 k 个最近邻样本的连线中随机选择其中的 n 个样本，对每个最近邻样本再进行线性插值以生成新数据样本作为合成的少数类样本，从而使得数据集中的多数类样本与少数类样本比例达到平衡，但其缺点在于随着样本数量的增加，训练时间会逐渐增加，在一定程度上降低了软件缺陷预测模型的效率。

2.2.2 欠采样 (under-sampling)

通过去除多数类样本的数量以达到数据集中类的比例平衡。在软件缺陷预测的数据预处理阶段，随机去除正常样本，完全保留有软件缺陷标记的样本，以此解决数据不平衡问题，其缺点是在删除部分少数类的信息时会导致部分关键数据的丢失。

2.3 AdaBoost 算法概述

集成学习是当今机器学习领域中应用最为广泛的技术之一，其中 AdaBoost 算法较为常用。AdaBoost 算法是由 Boosting 算法发展而来的，也是由 Freund 和 Schapire 等人提出的一种迭代算法[11]。该算法旨在将弱学习算法提升为强学习算法，即通过逐步增强前一个分类器分类错误的样本权重，再将加权后的所有样本进行训练。同时在每一轮迭代过程中再增加一个新的弱分类器，直到满足最小错误率或最大迭代次数的条件，因此有效保证了分类的错误率极值随着训练次数的增加而有所递减。具体算法步骤如下：

a) 初始化训练集中每个样本相同的权重为 1/n，其中 n 是训练集中的样本个数，并且给定最大迭代次数为 N 轮。

b) 执行多轮迭代，分别根据分类错误率选择合适阈值并且调整样本权重。

c) 根据新的样本权重为下一迭代的分类器生成训练数据集，最终经过 N 次迭代，生成预测性能更好的集成分类器—强分类器。

3 ASRAdaBoost 算法内容

为降低数据集中的类不平衡问题对软件缺陷预测结果的影响，本文提出 ASRAdaBoost 算法模型。利用 WEKA 平台，对数据预处理阶段针对特征选择与数据采样的顺序进行探讨，先执行特征选择后进行组合采样方法的预处理顺序，随后展开本算法的整体实验验证过程，并进行实验对组合采样方法的实验优势，该算法首先采用卡方检验特征选择算法，对选用的软件缺陷预测类不平衡数据集中的属性进行特征选择，去除冗余及不相关属性。卡方检验是一种假设性检验的方法，通常用来检验两个变量的独立性，即判断两个事件是否独立或相关。在描述实际值与理论值的偏差程度时，卡方值越大，代表两个变量的相互独立性越强，反之，代表两个变量的相互独立性越差。假设自变量有 N 种取值，因变量有 M 种取值，由于卡方值的计算可以表示为

\[ \chi^2 = \sum \frac{(O - E)^2}{E} \]  

在依据特征选择的卡方检验判断变量独立性后，设置阈值将不相关的元素独立性去除，而后利用监督学习中的 SMOTE 过抽样方法以增加少数样本样本，并结合使用 resample 简单采样技术去除多余的多数类样本样本。本文的组合采样方法，最终根据 AdaBoost 算法模型的 J48 分类器进行结果分类，得到的软件缺陷预测模型实验结果的分类效果明显得到提升。该算法流程图如图 2 所示。
性能指标的各项分类预测性能评价指标基本均优于原始数据。

本实验设计对照组分为以下三种：
- A1，对原始数据集直接使用 C4.5 决策树的 J48 分类器进行预测分类。
- A2，对原始数据集先执行组合采样技术后执行特征选择，再使用 J48 分类器进行分类。
- A3，对原始数据集先执行特征选择后执行组合采样技术，再使用 J48 分类器进行分类。

本实验将少数类比例提升至样本总数的 40%，利用简单采样将实验样本数量降至原总数的一半，以提升预测分类度。根据以上比例计算出每个数据集所对应的不同的过采样率以及欠采样率，执行组合采样方法的实验信息与结果如表 1 所示。

表 1 设置相应过采样率与欠采样率的数据集信息

<table>
<thead>
<tr>
<th>数据集名称</th>
<th>过采样率/%</th>
<th>欠采样率/%</th>
<th>原样本总个数</th>
<th>现样本总个数</th>
</tr>
</thead>
<tbody>
<tr>
<td>credit-g</td>
<td>55.60</td>
<td>42.88</td>
<td>1 000</td>
<td>499</td>
</tr>
<tr>
<td>diabetes</td>
<td>24.38</td>
<td>46.10</td>
<td>1 000</td>
<td>768</td>
</tr>
<tr>
<td>hepatitis</td>
<td>156</td>
<td>37.7</td>
<td>1 000</td>
<td>155</td>
</tr>
<tr>
<td>ionosphere</td>
<td>19.05</td>
<td>46.79</td>
<td>1 000</td>
<td>351</td>
</tr>
</tbody>
</table>

实验设计与验证分析

4.1 软件缺陷预测实验数据集选取

本实验选取美国加州大学欧文分校用于机器学习的 UCI 数据集，其中来自分类任务的 279 个数据集本身是多类不平衡数据集。本实验根据数据集的属性个数、样本个数以及多数类与少数类的比例进行条件筛选，由于数据的预处理方法是基于 WEKA 平台实现，其中算法性能对高维数据效果不佳。所以，本文从中选取四个二类不平衡的 UCI 数据集作为本次软件缺陷预测的实验数据集，分别为：
- credit-g，即 Statlog-German Credit Date，它是德国信用卡数据，用于预测个人信用是否良好，信用分为 good 与 bad 两类，代表信用好与坏，其中 bad 类为少数类。
- diabetes，即 Pima Indians Diabetes Dataset，它是使用医疗历史记录来预测比马印第安人近五年的糖尿病发病率，二分类分别为 tested-negative 与 tested-positive，代表测试结果阴性与阳性，其中 tested-positive 类为少数类。
- hepatitis，即肝炎数据集用于预测肝炎发病情况，二分类为 DIE 与 LIVE，代表肝炎病状结果的死亡与存活，其中 DIE 为少数类。
- ionosphere，即电离层数据集。根据给定的电离层中的自由电子雷达回波以预测大气结构，二分类分别为 g 与 b，代表好与坏，其中 b 为少数类。

实验采用的数据集信息如表 5 所示。

表 5 实验采用的四个 UCI 数据集信息

<table>
<thead>
<tr>
<th>数据集名称</th>
<th>样本个数</th>
<th>属性个数</th>
<th>少数类个数</th>
<th>少数类占比%</th>
</tr>
</thead>
<tbody>
<tr>
<td>credit-g</td>
<td>1 000</td>
<td>21</td>
<td>300</td>
<td>30.0</td>
</tr>
<tr>
<td>diabetes</td>
<td>768</td>
<td>9</td>
<td>268</td>
<td>34.9</td>
</tr>
<tr>
<td>hepatitis</td>
<td>155</td>
<td>20</td>
<td>32</td>
<td>20.6</td>
</tr>
<tr>
<td>ionosphere</td>
<td>351</td>
<td>35</td>
<td>126</td>
<td>35.9</td>
</tr>
</tbody>
</table>

4.2 软件缺陷预测性能评价指标

对于软件缺陷预测分类模型，本实验采用传统的分类器性能评价指标，并且对于本文探讨的二分类问题，可将数据样集的输出结果按实际所属类别与分类器预测分类的类别组合划分为正例(true positive, 即 TP)，假正例(false positive, 即 FP)，真反例(true negative, 即 TN)，假反例(false negative, 即 FN)四种情况，即 TP + FN + FP + TN = 数据集样本总数的数量，其中将少数类作为正例(即代表软件中缺陷的类别)，同时可将分类结果用混淆矩阵表 6 表示。

表 6 混淆矩阵

<table>
<thead>
<tr>
<th>实际情况</th>
<th>预测分类结果</th>
</tr>
</thead>
<tbody>
<tr>
<td>正例(有缺陷)</td>
<td>TP</td>
</tr>
<tr>
<td>反例(无缺陷)</td>
<td>FN</td>
</tr>
</tbody>
</table>

查准率 \( P = \frac{TP}{TP + FP} \) (2)

查全率 \( R = \frac{TP}{TP + FN} \) (3)

在实际情况下，软件缺陷预测模型目标是在现有条件下，最大程度找到含有缺陷的软件模块，最小限度地将无缺陷模块
件模块出现至有缺陷软件模块中。在针对本文探讨的类不平衡问题中，诸多研究人员发现仅有查准率 \( P \) 与查全率 \( R \) 两种性能评估指标，才能够全面地反映软件缺陷预测分类准确性的评价，因此本文采用查准率 \( P \), F-measure 值, AUC（ROC area）值作为本文实验中 ASRAdaBoost 算法模型的软件缺陷预测分类的性能评估指标。其中 F-measure 值与 ROC 值的定义如下：

\[
F \text{- measure} = \frac{1 + \beta^2}{\beta^2 \cdot P + R} \times P \times R
\]

F-measure 值是基于查准率 \( P \) 与查全率 \( R \) 的加权平均值，综合了查准率与查全率的评价结果，有利于作为软件缺陷预测中不平衡数据集分类结果的预测性能评估指标。其中 \( \beta \) 度量的是查准率与查全率的相对重要性，在本文中 \( \beta \) 取值为 1。ROC 曲线[18]全称为受试者工作特征曲线（receiver operating characteristic curve），在机器学习领域中用于描述不同分类器的学性能评估不同的参数值变化，根据不同的分类结果对不同样本进行比较，依次顺序将样本逐一对正例进行预测并计算，将其计算结果作为横坐标区段，即为得到 ROC 曲线。其横坐标轴为假阳性率（false positive rate, FPR），而纵坐标轴为查准率（true positive rate, TPR），两者分别定义为

\[
\text{FPR} = \frac{FP}{TN + FP}
\]

\[
\text{TPR} = \frac{TP}{TP + FN}
\]

在实际情况中，采用 ROC 曲线与坐标轴围成的下方面积 AUC 值作评估的评价指标以代替 ROC 曲线，AUC 值综合了软件缺陷预测方面的误差率与预测概率[20]。AUC 值越大，软件缺陷预测模型的性能越好，其中，随机预测模型的 AUC = 0.5，理想模型的 AUC = 1。其中，ROC 曲线与 AUC 值的关系如图6 所示。

![ROC曲线与AUC](image)

4.3 实验设计与结果分析

本文的实验平台采用 weka 看卡托智能分析环境，该平台能够较为便捷地使用本文模型算法进行实验。在对比选择与组合采样技术的执行顺序后，本文实验的模型算法中特征选择部分继续采用卡方检验，通过假设检验的思想减少数据集的特征数量及训练时间，其中阈值设置为 0.05。组合采样技术运用经典过采样 SMOTE 方法与 resample 简单采样方法将少数类比例提升至 40%（此时少数类的分类精度最为理想），其中 SMOTE 算法的阈值设置为 5，本文的组合采样技术将样本总数调整至原数据集数据的一半，最后结合集成算法 AdaBoost，选用 C4.5 决策树的 J48 分类器作为基分类器，构建基于 ASRAdaBoost 算法的软件缺陷预测模型。

本文所有实验采用十折交叉验证法，将文中所用数据集划分为 10 个子集，其中 9 个作为训练集、1 个作为测试集以保证最终预测分类测试结果的客观性与可靠性，最后比较仅使用 J48 分类器进行分类的实验结果，经过数据预处理阶段的实验结果，以及本文提出的 ASRAdaBoost 模型训练后的三种软件缺陷预测分类效果，使用查准率 \( P \), F-measure 值以及 AUC 值来体现在。针对 ASRAdaBoost 算法的实验设计对组成分为以下三种：

a. Ori. 直接使用 C4.5 决策树的 J48 分类器进行分类。

b. A2。先执行特征选择后执行组合采样技术，再使用 J48 分类器进行分类。

c. ASRAdaBoost，即本文提出的 ASRAdaBoost 算法。先对原始样本进行卡方检验特征选择，然后再对执行 SMOTE 过采样方法，简单采样技术，最后融合 AdaBoost 集成算法，采用 J48 分类器进行十折交叉验证法进行分类预测。

以上三组对照实验结果如表 7 - 9 所示，实验结果对比如图 7 - 9 所示。

<table>
<thead>
<tr>
<th>数据集名称</th>
<th>Ori</th>
<th>A2</th>
<th>ASRAdaBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>credit-g</td>
<td>0.511</td>
<td>0.690</td>
<td>0.728</td>
</tr>
<tr>
<td>diabetes</td>
<td>0.632</td>
<td>0.808</td>
<td>0.811</td>
</tr>
<tr>
<td>hepatitis</td>
<td>0.667</td>
<td>0.783</td>
<td>0.778</td>
</tr>
<tr>
<td>ionosphere</td>
<td>0.929</td>
<td>0.953</td>
<td>0.969</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>数据集名称</th>
<th>Ori</th>
<th>A2</th>
<th>ASRAdaBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>credit-g</td>
<td>0.442</td>
<td>0.661</td>
<td>0.728</td>
</tr>
<tr>
<td>diabetes</td>
<td>0.614</td>
<td>0.743</td>
<td>0.814</td>
</tr>
<tr>
<td>hepatitis</td>
<td>0.528</td>
<td>0.783</td>
<td>0.840</td>
</tr>
<tr>
<td>ionosphere</td>
<td>0.874</td>
<td>0.917</td>
<td>0.940</td>
</tr>
</tbody>
</table>

图 7 Ori, A2 与 ASRAdaBoost 方法的查准率 \( P \) 对比

图 8 Ori, A2 与 ASRAdaBoost 方法的 F-measure 值对对比

图 9 Ori, A2 与 ASRAdaBoost 方法的 AUC 值对对比
tis 数据集以外，该算法在其他三个数据集上的查准率 P 达到最高值。因此可看出 ASRAdaBoost 算法在三个性能评估指标上，较之 Ovt 组与 A2 组有更为优秀的结果，提高了软件缺陷预
测的分类学习性能。在针对本实验选用的四个类不平衡数据集的解决上，由于 ASRAdaBoost 算法首先采用特征选择与组合采样结合的数据预处理方法对不平衡数据集进行少数类与多数
类的比例平衡，降低了整体数据集的类别不平衡性，再进一步结
合集成算法 AdaBoost，提升了由多个 J48 弱分类器集成而成的强分类器的准确性。因此，上述实验预测分类结果表明，本文
ASRAdaBoost 算法的软件缺陷预测分类结果优于其设计对照组，在针对类不平衡的数据集上处理效果明显，缺陷集的分类性能更加优秀。

5 结束语

本文在针对软件缺陷预测中类不平衡数据集方面，构建了
结合特征选择、组合采样以及集成算法 AdaBoost 的软件缺陷预
测模型 ASRAdaBoost。该算法模型在融合卡方检验特征选
择、经典过采样 SMOTE 方法，简单采样 resample 方法，通
过去除冗余属性、增加少数类实例，有效平衡了数据集的类比例。
在选取的四个 UCI 类不平衡数据集上进行实验，实验结果表
明 ASRAdaBoost 模型的软件缺陷预测性能有明显提升，对于类
不平衡问题有较好的解决能力。本文实验中采用 J48 分类器
作为基分类器，如今广泛适用的集成算法有很多种，如 Bagging
算法等。因此进一步研究将侧重于探讨在软件缺陷预测
分类中应用不同分类器进行学习与比较，以及如何结合其他经
典集成算法以提升软件缺陷预测性能。
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